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 Heroes

최동원 / Dongwon Choi

유현성 / Ashton Hyunsung Yu

김교탁 / Kyotack Tylor Kim

김대선 / DaeSeon Kim

이진규 / JinKyu Lee

김현석 / Hyeonseok Kim



2010 2012

Development 
Galaxy Store 
Backend server

Establishment of Cloud_Ops Group 
in IT & Mobile Communications Division

2013

Private Cloud Tech Review

2014

Managed bare metal cloud

2016

Cloud Vendor DD

2017

IOT ECO

RCS ECO

2018

Galaxy Store

Samsung Cloud

SmartThings

RCS Message

Automation Studio

MARINA

2020

SaaS

Pharos for Joyent



Samsung RCS Eco System

The key elements
Developer Portal, Workspace
Discovery
High Level Architecture

Introduction

High Level Service Diagram



 Samsung is committed to Rich Communication Services (RCS) and is a market leader in 
its technical implementation of the entire RCS infrastructure. 
As such, we are poised to be the market leader in RCS providers worldwide.

 Samsung, with its market share of devices as well as relationships with Mobile Network Operators 
(MNOs) around the globe, is prepared to provide you access to your customers through 
RCS Chatbot, available as part of Samsung RCS Messaging as a Platform (MaaP).



 Elements

• 1:1 Message

• Read Sign

• Typing Sign

• Emoticon

• Sticker

• Image Transfer

• Group Chat

• Chatbot

• File Transfer

• Receiver Status

• Voice Message

• Location



Focus Native Message App conversation contacts chatbot



 Portal
• Tech Doc
• Support
• Events
• News



 Workspace

• Emulator
• Builder
• Onboarding
• Setting
• Publish



 Production

• Netflix OSS Stack

• Cloud Infra Host

• Infra CLI

• Ansible Scripts

• Cache / RDBMS

ConnectWeb Applications Data

Management



 Production

• 6 Logical Layers

• 8 Micro Service Units

• 5 External Back-ends



Requirements form a SRE

SLO/SLIs
Centralized Logging
VAELT Dashboard

Key Qualifications

Escalation policy  for SLO



 You will champion our SLOs and continuously improve them

 You will participate in an on-call rotation to help maintain the availability of our service so that users 

always have access to their data

 You will act as a subject-matter expert for critical infrastructure and provide mentorship for the 

department in those areas

 You have deployed Kubernetes and cloud-native infrastructure and worked with product teams to 

launch and run microservices in production

 Fully experienced in all aspects of CI/CD

 Proficient with various programming languages such as Python/Java/Ruby/Perl/Go for building 

automation or integration with APIs

 You have 5 or more years of experience running a large-scale, online web services



 SLO : a service level objective

1. a target value or range of values for a service level that is measured by an SLI

2. A natural structure for SLOs is thus SLI ≤ target, or lower bound ≤ SLI ≤ upper bound

 SLI : service level indicators

1. a carefully defined quantitative measure of some aspect of the level of service that is 

provided

2. directly measures a service level of interest, but sometimes only a proxy is available because 

the desired measure may be hard to obtain or interpret



Components & Services
SRE Jobs node exporter

Chatbot Director

Cloud controller

Nginx 
(for ssl/auth) Grafana Alert Manager
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Public cloud exporters

http

http

PromQL
queries

RCS Chatbot Workspace
Deployment

Prometheus
Deployment



 Volume

 Availability

 Latency

 Errors

 Tickets

for SLIs/SLOs management

“Failure is normal and reliability is 

fundamental”



 It's structured as a series of thresholds that, when crossed, trigger the 

redirection of more engineering effort towards addressing an SLO violation

Alerting Alert Rules Alert Manager



Implements DevOps

Extreme Automation
QA

Tools / Assets

Escalation policy  for SLO



• Infra as Code
• TLS Management
• Cluster Management

• Build & Image
• Image Repository
• CI/CD

• K8s Logging
• Application Logging
• K8s & App. Monitoring

Cert-Manager

 High Level Architecture 2.0 - Tools



Concourse CI

Kops
Manager

US-East-1: Dev/Stg/Prod

Chatbot
Workspace

US-East-2: Dev/Stg/Prod

Chatbot
Workspace

EU-East-1: Dev/Stg/Prod

Chatbot
Workspace

K8s Cluster Import & Management

VPC& K8s Cluster Installation

Build & Deploy

VPC & K8s Cluster Installation

Basement Tools Cluster

Cert-Manager

Bastion

Service Clusters

 High Level Architecture 2.0 - Assets



 SDS Brity Works (RPA)

• Run 21 Scenario

• Run twice a day

• Included in the pipeline

• Covers about 600 test cases

 LIME

• Setup 130 Restful APIs

• Included in the pipeline



 Clear & Extreme Pipeline



 measuring point

 Smaller than current SLIs

• Latency
• Error-rate
• Fallback-rate

516 - ((count_over_time(probe_success{job="blackbox_api", module="module API"}[1y]) -

sum_over_time(probe_success{job="blackbox_api", module="module API"}[1y]))*5)

sum(probe_duration_seconds{job="blackbox_api", module="module API"}) by (instance) * 

1000SLOs / error budget:API



• The strongest man in the universe



 플랫폼서비스혁신그룹(전자서비스혁신)/삼성SDS

• Tools Cluster : 원대일님, 김인규님
• RPA : 문지현님
• SRE : 전장식님, 심정은님

 MC실행그룹(MC기술)/삼성SDS

• Automation  : 강경원님, 홍차연님

 모바일실행그룹(실행)/삼성SDS

• Containerize : 이기탁님, 최진영님










